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Abstract 

Image steganography, a combination of computer vision and encryption, is a classic challenge for 

hiding information in cover images for covert communication. This review paper examines 

conventional and modern image steganography approaches, including key issues and 

advancements. Explore the classical tension between concealing maximum information and 

avoiding discovery, stressing payload capacity in steganographic algorithms. Dissecting 

traditional methods like embedding RAR archives in JPEG files reveals weaknesses to third-party 

changes that risk hidden data. Image domain, transform domain, and file-format-based 

steganography approaches are described, along with their pros and cons. Image domain methods, 

such as the Least Significant Bit (LSB) method, are widely used for covert information transfer via 

pixel-level statistical changes. Modern advances include deep learning in image steganography. 

End-to-end auto encoder-based models show promising embedding capacity and durability 

against passive attacks. The study emphasizes the complex relationship between deep 

steganography and security issues by highlighting adversarial situations and their possible 

susceptibility to assaults. A visual representation of a common encoder-decoder network for deep 

steganography models shows attack channels for deleting or changing secret images and the usual 

path for correct image recovery. The article indicates that steganography algorithms must balance 

payload capacity, detection robustness, and adaptability to cover image patterns. This paper 

covers the progression from classical to deep learning-based image steganography and the 

associated issues that pave the way for future research..  
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I INTRODUCTION 

The combination of computer vision and security 

is well-known in image steganography. Image 

steganography uses a shifting cover image to 

communicate secret information without the 

receiver knowing. Conventional picture 

steganography algorithms hide information well 

in cover images. Due to this, payload capacity—

the ratio of hidden information to delivered 

information—receives little attention. A key 

consideration in steganography is payload size. 

Because additional information contained under 

the cover will look different, it will be more likely 

to be found. A RAR archive (The Roshal Archive 

file format) usually hides a JPEG file. Image 

steganography hides huge files during 

transmission. It may store unlimited data in this 

instance. However, changing the carrier file will 

lose all secret information, therefore it must be 
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sent as is. Example: reading the image aloud and 

storing it again. Secrecy would be compromised. 

Pixel-level steganography is often used to 

enhance package capacity while preventing easy 

alterations. The most famous methods in this 

subject are LSB [1], BPCS [2], and their 

extensions. LSB techniques can increase payload 

capacity by 50%. Failure would reveal merely a 

fuzzy hidden image structure (Figure 1). 

  
Figure 1. Typical encoder-decoder network for deep stenography model. Line 1 attack path: delete 

the secret image. Line—2 attack path: modify the secret image. Line 3 normal path: the receiver 

can recover the correct secret image. 

 

However, most of these procedures can be 

statistically analyzed, making confirmation of their 

utilization easy. Several traditional steganography 

methods can hide information in JPEG DCT 

components. Balanced traits come from these 

tactics. Despite knowing that A. Almohammad [3]'s 

work yields 20% of the payload capacity (based on 

patterns), a statistical investigation has not found 

this. The most secure traditional picture 

steganography systems have created many functions 

that analyze image embedding localizations in recent 

years. This makes content-adaptive steganography 

possible. A distortion function domain must be built 

by assigning a changing cost or embedding impact 

to each pixel based on its effect [4]. A weighted 

norm is utilized to accurately describe the feature 

space. WOW (Wavelet Obtained Weights) [5] 

embeds information into an image based on its 

textural complexity. Several generic content-

adaptive steganography algorithms have been 

described to avoid statistical analysis [6-7]. 

According to [8], the work focuses on content-

adaptive batched steganography. Calculating the 

average payload capacity may be difficult because 

these methods depend on cover picture patterns. 

Recently, deep learning has showed promise in 

computer vision. Most deep learning-based photo 

steganography tools use deep neural networks. 

These apps have improved embedding capacity over 

earlier methods [9]. Deep neural networks can 

decipher buried binary information in images [10], 

and light fields can [11]. Deep neural networks may 

also hide many photos in one image [12]. The 

backbone network for image-to-image deep learning 

models is commonly an autoencoder. This 

autoencoder is end-to-end trained. After training the 

network, the sender can use the encoder to convert a 

hidden picture into a container image of the same 

size. This is possible with properly trained networks. 

The receiver can extract the secret picture from the 

container image using the sender's decoder. Since 

the sender provided the decoder, this is possible. 

Hayes et al.[13] found that passive attack approaches 

make deep learning-based steganography harder to 

recognize. Despite using deep learning, deep 

steganography (DS) may be vulnerable to 

adversarial assaults. Because it includes hostile 

instances, adversaries can abuse it. Adversarial 

attacks and distributed systems are linked [14], 

adding insult to injury. We tried adversarial attack 

strategies to gain attack capabilities that standard 

steganography cannot deliver. 

The cover image patterns are so important in these 

systems that it may be difficult to determine the 
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normal payload capacity. Patterns are significant, so 

yes. Recent computer vision advances have proven 

that deep learning can be effective in this field. The 

capacity of deep learning-based image 

steganography to embed information appears 

promising compared to older methods. Using deep 

neural networks may be a major factor. So cuz. Deep 

neural networks may express binary information in 

light fields [15] and hide binary information inside a 

picture [16], but they can also hide one or more 

images within an equivalent-sized image [17]. They 

can perform many new tasks due to this talent. Most 

image-to-image deep learning models teach a core 

network autoencoder from start to finish [18]. The 

encoder can convert a secret image into a container 

image of the same size if the sender has completed 

network training. This is feasible provided they 

complete the training [19]. The receiver can extract 

the secret image from the container image using the 

sender's decoder. In their prior work, [20] showed 

that passive attack strategies make deep learning-

based steganography hard to distinguish. Deep 

steganography (DS) uses deep learning and is useful. 

However, it also shows confrontational conditions 

that enemies could assault. Asymmetrical attacks 

and distributed systems are intrinsically intertwined 

[21]. We tried to use adversarial attack technologies 

to gain attack capabilities that standard 

steganography cannot. 

II STEGANOGRAPHY METHODS 

Standard steganography using balance features can 

hide data in JPEG DCT components. That's feasible. 

For trends, his study [26] suggests that more than 

20% of payload capacity is available, even though 

statistical research hasn't revealed this. Many 

functions that check image embedding localizations 

have been added to most safe standard image 

steganography systems. This created a content-

adaptive steganography system. He [27] can create a 

distortion function domain by assigning each pixel a 

matching effect or dispersing a variable cost. 

Spreading warping function costs does this. This 

figure displays feature space using a weighted norm. 

Awesome Wavelet Obtained Weights lets you insert 

data [28]. This is why image regions' textural 

complexity is considered. The study found that 

numerous content-adaptive steganography methods 

can bypass statistical analysis [29]. Our main aim is 

developing batch steganography that works with 

several information formats [30]. The average cargo 

capacity of the vehicle under discussion may be 

difficult to establish because these methodologies 

depend on cover image patterns. Thus, designs 

matter most. Recent advances suggest deep learning 

may work for computer vision. Deep learning-based 

image steganography appears to embed information 

better than conventional methods [31]. This is partly 

due to deep neural networks. Deep neural networks 

may hide binary information in light fields [32] and 

one or more images inside a similar image [33]. 

They can also do other things with their talent. The 

autoencoder, the main network of most image-to-

image deep learning models, is trained from start to 

finish. After network training, the sender can use the 

encoder to convert a secret image into a container 

image of the same size. A decoder provided by the 

sender allows the recipient to independently extract 

the secret image from the container image. He [34] 

previously showed that passive attack tactics make it 

impossible to distinguish deep learning 

steganography. It may be difficult to do. 

JPEG RAR Steganography  

One type of steganography that uses a feature built 

into file formats like JPEG and RAR is called 

"steganography theorized on file formats." RAR [35] 

and JPEG [9] are two file types. After the JPEG file 

has scanned the EOI (End of Image) segment, which 

is shown by the hex number 0xd9, the rest of the 

segments are skipped over. Because of this, any 

information added afterward is fine. A RAR file's 

magic file header is written in hexadecimal as "0x52 

0x61 0x72 0x21 0x1a 0x07 0x00." The parser 

doesn't care about the rest of the data that comes 

before the file title. Although it is actually a RAR 

folder, the binary of the RAR file can be dumped 

after the JPEG file and make it look like a JPEG 

image file [36]. This is something that can be carried 

out. But the method is very open to any changes that 

might be made to the file. When third parties are 

used for tracking, information that isn't needed may 
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be cut off to save transmission resources, or images 

may be changed to get around possible security 

measures. Any changes to the steganography will 

make it useless, and all the information that was 

hidden will be lost. It's going to be the internet in 

2018, xx, 1 4 of 15.  

LSB Method 

When it comes to image domain steganography, the 

most common way is LSB-based, which is also 

written as LSB-based [37]. For privacy at the pixel 

level, these methods hide data. Most LSB methods 

are meant to change certain parts of the cover image 

so little that a person's eyes can't even tell the 

difference. Most images are made up of the highest 

bits of each pixel, and the LSB bits (the part of a 

pixel that is highlighted in Figure 2) are statistically 

similar to data that is made up at random[38]. This is 

what led to these methods. Now it looks like 

changing the LSB to hide information won't change 

the way it looks. 

 

 

Figure.2:  LSB operation 

There are two main ways to get the secret story out 

there. This is done so that the least important parts of 

the image data will look like random data. Adding 

the secret message one at a time after encrypting or 

compressing it is the first type of method for making 

the message random. The second type of method 

builds the hidden sequence from a random seed that 

everyone agrees on. The information that is being 

hidden has to be spread out for this method to work.  

JPEG Steganography 

The research conducted by [39] and [40] is included 

in the field of transformation domain steganography. 

The work that Chang and Almohammad have done 

is an example of steganography using JPEG. The 

first step in the process of creating a JPEG file is 

breaking an image down into 8x8 pixel blocks. 

Following that, the color space of these blocks is 

changed from RGB to YCrCb, which is an 

abbreviation that stands for luminance and 

chrominance. Following this, a Discrete Cosine 

Transformation (DCT) is carried out, the result is 

quantized, and the information that is still there is 

encoded. The sensitive information will be buried 

inside the quantized DCT components in the event 

that you do lossy compression after quantization has 

been performed. In the altered domain, this results in 

the creation of an LSB embedding. As a 

consequence of the fact that we are unable to quickly 

determine this using statistics, the LSB technique 

has a carrying capacity that is much lower.  

Convolutional Neural Network  

Convolutional neural networks [41] have been used 

by individuals since the 1990s nonetheless, they 

have gained a great deal of notoriety in recent times, 

particularly when AlexNet [42] gained victory in the 

ImageNet competition. Additionally, it has been 

used to establish new benchmarks in a variety of 

domains, including object segmentation [43], sorting 

[44], and others. The massive amount of training 

data, the advent of modern GPU technology, and the 

Rectified Linear Unit's (ReLU) [45] efforts and 

expansions [46] all contributed to the advancements 

that were achieved a few years ago. In addition, these 

characteristics are of great assistance to the task that 

we conduct. Additionally, the convolution process is 

used rather often in conventional computer vision 
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algorithms, indicating that it is not only a technique 

that is utilized in neural networks. As an example, 

the Gaussian smoothing kernel is often used in order 

to reduce the amount of noise in photos and to soften 

them. By using a convolution between the initial 

image and a gaussian function, which is the same as 

the implementation stage, it is feasible to do this. 

Many additional contributions were produced by 

using the conventional procedures. Some examples 

of patterns, kernels, or filter pairs that are created 

manually include the Sobel-Feldman filter [47] for 

edge detection, the Log-Gabol filter [48] for texture 

recognition, the HOG filter [49] for object 

identification, and a great deal of other examples 

(Future Internet 2018, xx, 1 5 of 15). On the other 

hand, things like designing and adjusting designs 

that are done by hand are very sophisticated jobs that 

could only be beneficial for particular kinds of 

employment. On the other hand, convolutional 

neural networks are able to autonomously generate 

patterns for specific tasks by using a technique 

known as back-propagation [49]. Another advantage 

is that combinations of convolution processes [50] 

may assist in the rapid acquisition of high-level 

characteristics, which is another advantage.  

Autoencoder Neural Network  

The traditional auto encoder neural networks [51] 

were the source of inspiration for our technique 

throughout the development of this technology. 

Initially, these networks were trained to generate an 

output image that was similar to the representation 

of the input image. This first training was carried out. 

Generally speaking, it is made up of two neural 

networks: one encoding network, which is a 

decoding network d = g(h), and one decoding 

network, which is a decoding network h = f(x). 

Under the assumption that d equals x, both of these 

networks are affected by the constraint. As a 

consequence of this, they are able to acquire 

knowledge on the conditional probability 

distribution of p(h|x) and p(x|h) respectively. It has 

been proved that the auto encoder design is capable 

of extracting significant characteristics from images 

by decreasing the dimension of the hidden layer (h). 

A wide range of applications have made use of this 

capacity, such as denoising [52], dimension 

reduction [53], image synthesis [54], and a number 

of other applications.  

Neural Network for Steganography 

We used classic autoencoder neural networks as a 

jumping off point for our method. At first, these 

networks were taught to simulate the input picture as 

closely as possible in their output images. This was 

the first setup for the networks. In most cases, it is 

made up of two neural networks: one network for 

encoding, which was decoded as d = g(h), and one 

network for decoding, which was decoded as h = 

f(x). The requirement that d = x ensures that both of 

these networks are limited. They are able to acquire 

the knowledge necessary to acquire the conditional 

probability distribution of p(h|x) and p(x|h) 

correspondingly as a finish product. Through the 

process of reducing the dimension of the hidden 

layer (h), the autoencoder architecture has proved its 

capacity to take out significant characteristics from 

images.  

Traditional Steganography Methods 

The frequency domain and the spatial domain are the 

two primary domains in which steganography 

techniques are effective. Whenever the spatial 

region is used, the private data is included by directly 

altering the values of the pixels. It is essential to keep 

in mind that they are susceptible to statistical 

hacking or having their images altered [55], despite 

the fact that they are recognized for their capacity to 

manage a large amount of data well. One sort of 

approach that falls within the category of “spatial 

domain is the LSB Replacement and its successors. 

Pixel Value Differencing (PVD), Pixel Indicator 

Approach (PIT), and Exploiting Modification 

Direction (EMD) are some of the approaches that are 

also available” [55].On the first step, the pixels of 

the image are transformed into the frequency domain 

system. This may be accomplished by a technique 

that is referred to as transform or frequency domain. 

In order to conceal the confidential information, the 

coefficient numbers are altered in such a way that 
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they are not visible to the naked eye. The use of the 

inverse transform is the last step in the process of 

obtaining the steno image. Statistical assaults are not 

able to quickly break these approaches, despite the 

fact that they are not particularly good at what they 

do. In the realm of transform domain techniques, the 

most well-known ones are the “Discrete Fourier 

Transform (DFT), the Discrete Edge Transform 

(EDT), the Discrete Contourlet Transform (CT), and 

the Discrete Wavelet Transform (DWT)”. (12) and 

(13). 

 

 
Figure 3. Data security classes [7]. 

 

One of the most well-known strategies in the space 

domain is LSB Replacement, which more often goes 

by the acronym LSB. Because of its ease of use and 

the possibility of achieving a large volume, this 

technique is used by a significant number of 

individuals. When using this strategy, the cover 

image pixel that is considered to be the least 

significant is where the confidential information is 

put. We behave in this manner in order to reduce the 

amount of misunderstanding that occurs. It is 

impossible to tell the difference between the original 

image and the stego image that was created. In 

addition, it is possible to conceal data by making use 

of more than one LSB of a pixel. This serves the 

purpose of increasing the payload capacity. 

Nevertheless, this can make the stego image seem 

even more unfavorable [56]. You need to be aware 

that the initial LSB has already undergone a lot of 

enhancements in a variety of ways. A piece of 

software known as LSB Matching (LSBM) has been 

responsible for the improvement of the LSB 

technique [57]. In this particular instance, the 

inserted bit and the LSB of the cover pixel need to 

be identical. In the event that it does not, random 

values of either +1 or -1 are used to add to that pixel. 

It is done in this manner in order to prevent the 

asymmetrical artifacts that are produced by the 

standard LSB approach and may be discovered by 

steganography tools [58]. LSB Matching Revisited, 

often known as LSBMR, was presented by [59] as a 

means of improving the functional capabilities of the 

approaches that had been used in the past. In addition 

to making relatively minor adjustments to the carrier 

image, it conceals information in the LSB. It does 

this by simultaneously hiding two bits in two frames. 

Pixels themselves contain the first secret bit, and the 

relationships between the first two bits determine the 

value of the second secret bit. [60] The goal is to 

increase the difficulty level of finding the concealed 

information compared to utilizing traditional 
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methods.  

Bit concealment is feasible close to the cover image's 

edge, when pixel intensity values change fast. 

Private and sensitive information may be further 

concealed in this way. These types of steganography 

techniques are referred to as Edges Based 

Embedding (EBE) Steganography. This is due to the 

fact that they are able to conceal very big messages 

inside certain edge pixels. There are a number of 

research articles that have been published on this 

problem, including [61][62].When using the PVD 

approach, it is believed that the cover image is 

composed of many blocks of two pixels that do not 

overlap with one another. This demonstrates yet 

more method for concealing binary data. In order to 

determine the number of bits that are included inside 

the payload, it is necessary to determine and quantify 

the difference that exists between the two images 

[63].The difference is broken down into its 

component elements in order to do this. In the Cyclic 

Steganographic Technique, often known as CST, the 

act of concealing something is repeated by using 

color bands of pixels that are next to one another 

[64]. There is a distinction between the color channel 

of this pixel and the channels that were used for the 

pixels that came before it and the pixels that will 

come after it. The pixel that is now being considered 

will have the LSB of the red channel selected for it. 

The pixel that comes after this one will have the blue 

channel selected, and the pixel that comes after that 

will have the green channel selected before it. 

Consequently, the layout remains unchanged for 

three pixels that are located in close proximity to one 

another. The concept of randomization is described 

and discussed in conjunction with CST in [65]. 

Within the LSB of the pixels, the secret data is 

concealed in a manner that is completely random in 

this version. 

 

 
 

Figure 4. Traditional steganographic techniques. 

 

The adoption of PIT, which is a variant of LSB 

methods, may make traditional systems more safe 

and resilient. This is by using the PIT. The 

embedding procedure is carried out by picking one 

of the color channels of the pixel to act as an 

indication for the other two channels 67]. This 

chooses is made in order to carry out the embedding 

process. For the purpose of embedding the pixel, this 

approach is applied. In [68], which is an 

enhancement that is applied, careful consideration is 
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given to the length of the secret message. At the 

same time, the existence of data in other channels is 

indicated by the use of two LSBs (LSBs) of a 

particular channel. [69] Presents an additional form 

that uses three of the LSBs (LSBs) of one of the 

channels of the pixel as an indicator. This form is 

offered in another form. One other way that is used 

to enhance security is the utilization of electronic 

mail communication (EMD). This approach is used 

to split the cover image into sections that each 

consist of n pixels. A notational method that is 2n+1-

directional is used to express the top-secret numbers 

that are included inside these n pixels of the cover 

image. An individual pixel is subjected to a 

measurement of ±1 at a particular instant in time. As 

a result of the fact that there are two hundred and one 

different ways in which the pixels may be altered, 

there are two hundred and one different numbers that 

can be hidden in secret for a quantity of n [70]. A 

plan that is offered in article [71] is called Improved 

EMD (IEMD), and it is an effort to improve the 

EMD method. The plan is presented as an attempt to 

improve the EMD approach. This system makes use 

of a notation method that is referred to as 8-ary. Pair 

of pixels that are clustered together are used to 

include the secret digit into the image. 

Summary of traditional method 

Steganographer, the art of hiding information within 

other data, employs various techniques across 

different domains to conceal messages effectively. 

In the realm of digital images, traditional 

steganographic methods leverage both spatial and 

frequency domains for embedding information. In 

the frequency domain, transformations like Discrete 

Cosine Transform (DCT), Discrete Wavelet 

Transform (DWT), and Discrete Fourier Transform 

(DFT) are utilized. These techniques alter the 

representation of the image, making it suitable for 

embedding hidden data. DCT, popular in JPEG 

compression, transforms blocks of pixels into 

frequency components, enabling the hiding of 

information in less noticeable areas. Similarly, DWT 

decomposes the image into different frequency 

bands, allowing subtle data embedding in the 

wavelet coefficients. DFT, though less common in 

image steganography, can be employed similarly by 

transforming the image into its frequency 

representation. 

On the other hand, in the spatial domain, techniques 

like Least Significant Bit (LSB) substitution are 

widely employed. LSB-based methods replace the 

least significant bit of pixel values with the secret 

data, causing minimal perceptual change. 

Techniques such as LSB replacement (LSBR), LSB 

matching (LSBM), and LSB matching revisited 

(LSBMR) modify the LSBs of pixels to encode 

information. Enhanced Bit Encoding (EBE) goes 

beyond LSB, utilizing multiple bits for embedding, 

thereby increasing the payload capacity. Cover 

Selection Technique (CST) strategically selects 

pixels for embedding based on their similarity to the 

secret data, minimizing visual distortion. Pixel 

Indicator Technique (PIT) embeds data by altering 

pixel values to encode a message, often employing a 

predefined indicator pattern to mark embedded 

locations. 

Each technique comes with its strengths and 

weaknesses, influencing factors such as payload 

capacity, robustness against attacks, and perceptual 

quality. Understanding these methods allows 

steganographer to choose the most suitable approach 

based on their specific requirements and constraints. 
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Table 1. Comparison among different information security techniques. 

 

Technique Description Methodology Key Advantage Key Disadvantage 

Steganography Conceals data 

within other data 

or media. 

Covert data 

embedding 

Covert 

communication 

Data presence is 

hidden 

Limited data capacity 

Vulnerable to 

detection 

Encryption Converts data into 

an unreadable 

format. 

Mathematical 

algorithms 

Strong data 

protection Requires 

decryption key 

Encryption can attract 

attention Data not 

hidden 

Watermarking Embeds a 

watermark to 

verify data 

integrity. 

Embedded data 

integrity 

Data integrity 

verification Various 

applications 

May be altered or 

removed without 

detection 

Access Control Restricts access to 

authorized users 

only. 

User 

authentication 

Effective access 

restriction User-

specific 

Vulnerable to 

password breaches 

Requires setup 

Firewalls Monitors and 

controls network 

traffic. 

Packet 

inspection 

Network security 

Filters unauthorized 

traffic 

Can create network 

bottlenecks False 

positives 

Intrusion 

Detection 

Monitors for 

suspicious 

activities. 

Anomaly 

detection 

Detects network 

intrusions Real-time 

alerts 

False alarms May 

miss sophisticated 

attacks 

Antivirus 

Software 

Scans for and 

removes malware. 

Signature-

based detection 

Protects against 

known threats 

Regular updates 

Limited against zero-

day threats System 

resource 

Biometric 

Authentication 

Uses unique 

biological traits 

for access control. 

Fingerprint, 

iris, etc. 

Highly secure 

Difficult to 

impersonate 

Costly Requires 

specialized hardware 

 

Natural language processing (NLP) has become 

more popular in recent years, prompting scientists to 

investigate ways to automatically generate 

steganographic text for the purpose of transmitting 

secret information. Under this steganographic 

technique, which is called "natural modification of 

the cover media," information is hidden in a text 

even while it is being written. Here we look at how 

steganography has changed over the years and how 

it stacks up against other taxonomies. Experts will 

be able to better understand how the present methods 

work thanks to this. 

III MATERIALS AND METHODS 

This study looked at the techniques and methods for 

hiding image that have been released from 2015 to 

2023. Studies that didn't have anything to do with 
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image steganography were left out. We only used 

the original, full versions of the report. This part has 

the subsections Data Sources, Search Process, Data 

Selection, and Data Extraction. 

Data Sources 

Search using Keywords: Use relevant keywords 

related to study, such as "steganography," 

"information security," "data encryption," 

Combine these keywords with Boolean operators 

(AND, OR) to refine search. 

Advanced Search: Utilize the advanced search 

features provided by these databases to narrow 

down your results based on publication date, 

authors, journals, and other criteria. 

Review Citations: Look at the citations of papers 

that are closely related to topic. This helps find 

more recent research that builds upon the earlier 

work. 

Google Scholar: Since you have access to Google 

Scholar, use it to search for papers and articles. 

Google Scholar often provides a broader search 

scope and may include papers not available in 

other databases. 

Search Process 

The first query focuses on text steganography 

techniques and includes variations of the term " 

image steganography" along with keywords 

related to different approaches, such as "format 

based," "linguistic," "random," and "statistical." 

This query aims to capture papers discussing 

various methods and a technique in image 

steganography. The second query delves into 

the intersection of image steganography and 

neural networks or deep learning. It includes 

variations of "text data steganography" and 

"image steganography method," combined with 

keywords related to neural networks, deep 

learning, natural language processing (NLP), 

and natural language understanding. This query 

seeks to identify research that explores the 

application of machine learning and NLP 

techniques in text steganography. 

Data Selection 

Research assessments must give serious 

consideration to the selection of data in order to 

carry out their processes. Following the 

acquisition of search results derived from our 

specified keywords, we used three separate 

filtering strategies to include the search criteria. 

We chose and agreed upon the criteria early on 

in the filtering process. We collected all of the 

findings into separate study papers when the 

inquiry was over and organized them according 

to these chosen keywords. Following that, a 

second filter was executed to determine whether 

the papers were relevant to the study subject by 

analyzing their titles and abstracts. In the third 

and last filter, we read the contents of a research 

article that was chosen from among the possible 

studies.  

 

Data Extraction 

We examined each of the preliminary studies to 

evaluate whether or not there were any text 

steganography-related subjects. In a spreadsheet, we 

included all of the research we discovered, along 

with their titles, abstracts, and justifications. The 

search procedure was finished in March of 2021, and 

a total of 203 publications were found. Following the 

selection and refusal criteria, the pertinent research 

papers were painstakingly pulled from the database 

making use of the search strategy depicted in Figure 

5. In the end, fifty different preliminary 

investigations were discovered. 
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Figure 5. Search process 

 

IVLITERATURE SURVEY 

Security Techniques In Image Steganography  
When it comes to steganography, the security 

characteristic is one of the components that poses the 

largest degree of difficulties. What we mean when 

we speak about security in this context is the process 

of making the concealed secret information 

undetectable or the embedded size and locations 

unguessable. This is what we mean when we say that 

security is a process. A substantial amount of 

research has been conducted in this area, which 

makes use of a wide range of techniques to improve 

the steganographic security of information. Figure 4 

provides a summary of the results that correspond to 

the protection of images via the use of 

steganography, and Figure 5 provides a 

classification of the research articles in line with the 

findings. 

The concept of encryption, which encodes the secret 

information before embedding it, is one that is often 

used in order to achieve security. A further 

possibility is that the whole image might be 

encrypted as a step in the operation of an algorithm. 

The Rivest, Shamir, and Adleman (RSA) method, 

the Advanced Encryption Standard (AES), and the 

Triple Data Encryption Standard (3DES) algorithm 

are all examples of classical encryption algorithms 

that are used in order to achieve this purpose. In 

addition, user-defined techniques are applied during 

the course of this procedure. A second way for 

ensuring security is known as randomization, which 

includes the dissemination of secret information 

across the initial image in a manner that is random. 

Randomization is a strategy that may provide 

security. It is possible to make use of a number of 

approaches within the framework of this concept. 

Some of these methods include chaotic functions, 

user-defined keys, and pseudorandom sequence 

203 Papers Identify 

IEEE                              
Science Direct                        

MDPI

• Springer                        
Taylor  And Francis           

Google Schoar 

Papers  Title 

• 50  papers  are 
rejected based on title 

of  the papers 

Abstarct

• 20 Papers  Are 
Rejected Based On 

abstract of  The 
Papers 

General Study 

• 10 papers are rejected 
based on general 

study of  the paper 

Details Study

• 123 Papers  Are 
Included For Details 

Study 

Papers Selected 

• 105  Papers  Are 
Selected And 18  

Rejected 
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generators. When it comes to providing an extra 

layer of security, randomization may be used on its 

own or in combination with encryption schemes. 

Both of these methodologies are viable options. 

Chaotic functions are well-known for their 

unpredictable outputs, which are a result of their 

random nature. The outputs of chaotic functions are 

unpredictable for specific input parameter values. 

When it comes to the process of selecting the 

placement of pixels, the result is subsequently 

utilized appropriately. The cover image can be 

transformed into another bit plane, embedded, and 

then re-transformed back into its original form. This 

is yet another method that can be utilized to conceal 

confidential information and improve security. 

Because it eliminates the correlations between 

adjacent pixels, the region-based idea also plays a 

role in enhancing the overall security.  

Randomization based Techniques 

In situations when these approaches are used, the 

only way to ensure security is via randomization. 

Utilizing the Linear Congruential Generator (LCG) 

in [72] allows for the selection of pixel values in a 

random manner. Using the LSB approach and a 

sequence similar to 3-3-3-2, eight bits from the 

secret message are concealed. For this reason, the 

red channel has three hidden bits, the green channel 

three as well, and the blue channels two apiece. The 

authors of [73] propose hiding three binary pictures 

within a grayscale paper. At every stage, Ultra 

Unique Numbers (UUNs) are used to mask the 

rearranged binary pixel values that are meant to be 

invisible in a grayscale picture. In order to choose 

pixels in [74], a large number of unique series are 

generated using random numbers. A PRNG is also 

used in [33] to choose an embedding pixel. Just like 

that, this is executed. To streamline the creation of 

three PRNGs, the Skew Tent Map (SKTM) is used 

in the paper [75]. In addition to encoding secret 

messages before inserting them, they also embed 

color channels, match pixel points to specified RGB 

channels, and more.To choose an embedding pixel 

location, one may use the improved chaotic system 

model for a one-dimensional system that was put out 

in [76]. A chaotic LM and a sine map function are 

tools that the chaotic system uses. Anywhere a 

message can be hidden using the Beta Chaotic Map 

(CM) described in [77], it will remain undetected. 

Selecting PRNG-enabled random bits for 

embedding is accomplished according to the steps 

outlined in [78]. Users have the opportunity to 

specify both the key seed value and the quantity of 

bits to insert. Using the user-selected key's random 

chain codes, the pixels in [79] are made to appear 

randomly. Bytes in the key block are encoded in 

hexadecimal, hence the sequence of bytes in these 

chains is completely at random. This pattern ensures 

that the sub cover image's pixels have the secret 

message bits placed into their left-side bits (LSB). 

Encryption 

Steganographic techniques that are based solely on 

cryptography or that combine cryptography with 

randomization will be presented in the sections that 

follow. In addition, a number of image encryption 

strategies will be discussed, which can be applied to 

encrypt the secret image and can also be utilized 

throughout the process of steganography. 

Encryption based steganography: The method 

described in [80] suggests that the secret message 

should be encrypted by utilizing an XOR operation 

with a key that is defined by the user. In order to 

create the top secret message that is going to be 

concealed, the encrypted text message is then 

subjected to a shifting operation that involves four 

bits. After some time has passed, the cover image is 

modified to incorporate the secret data by employing 

the standard LSB approach. In accordance with the 

method proposed in [81],  

Randomization and encryption based 

steganographic techniques:  

An approach that may be used to improve the 

security of LSB steganography is presented in the 

research article [82]. When using this method, the 

sensitive communication is encrypted using a 

method known as One-Time Pad (OTP), which is an 

encryption technique. After that, randomization is 

achieved by the employment of the columnar 

transposition and RGB color plane scattering 

approach using the technique. In addition, the 

approach described in [83] uses OTP to encrypt the 
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secret message, but it also uses PRNG to choose a 

pixel position for LSB embedding and encrypt the 

secret message. Overall, this method is rather 

effective. For the purpose of encrypting the secret 

message, employs the Advanced Encryption 

Standard (AES) algorithm. After that, the LSB 

approach is used to insert the message at a location 

that is chosen at random by the LCG mechanism. In 

addition, the AES method is applied in [58] in order 

to encrypt the secret message before the process of 

splitting it into blocks. This serves as a precautionary 

measure. In order to segment the cover image, a 

technique that is referred to as a Non-Uniform Block 

Adaptive Segmentation on image (NUBASI) 

algorithm is brought into play. Last but not least, a 

proof-of-work random number generator (PRNG) is 

used to choose a message block at random for the 

purpose of embedding it into an image segment. 

Ultimately, there are 32 distinct pattern orders of 

segments that are preset and may be selected at 

random. These pattern orders are predefined. 

According to [84], the secret message is encrypted 

using the Vigenère Cipher, and it is compressed 

using the Huffman Coding. Both of these ciphers are 

applied. Next, the image is segmented into blocks so 

that the KT algorithm may be used to generate 

groups of blocks. This phase is followed by the next 

stage. The use of an arbitrary function is used in 

order to ascertain whether blocks and groups are 

capable of being applied in order to hide a specific 

pixel inside the group in a manner that is inconsistent 

with the other pixels. By executing bitwise XOR 

operations between pixels that are next to one 

another, the authors of [60] come up with the idea 

that the secret message may be encoded. Using a 

local user selection is the next stage, which requires 

locating a particular location among the four LSBs 

in order to hide a secret bit. This is done in order to 

conceal the secret bit. Using a technique called as 

Modified LSB (MDLSB), which is described in 

[85], it is possible to embed data in the cover image. 

This is performed by using the approach. In order to 

achieve randomness, there are two levels that are 

employed, namely segment selection and pixel 

selection, which are determined by the user's input. 

In addition, the use of the DEFLATE approach, 

which is an algorithm for lossless compression, is 

applied in order to get around the issue of embedding 

size in the layer that comes after it. The Advanced 

Encryption Standard (AES) encryption method is 

used at the succeeding layer in order to further 

encrypt the communication that is considered 

confidential. A technique that is referred to as the 

Artificial Bee Colony (ABC) is applied in order to 

reduce the quantity of noise that is brought about by 

information that is incorporated. 

Region based Steganography 

Steganography is hidden in convinced areas of the 

cover image in order to increase the level of security 

shown. Within the next few paragraphs, we will 

discuss a few different solutions. While there are 

ways that simply utilize the edges of the image, there 

are other methods that use both the edges and the 

smooth areas of the image. The term "smooth areas" 

refers to regions of the image that do not undergo 

significant changes in intensity, while the term 

"image" refers to regions of the image that undergo 

changes in intensity that are significant over a short 

distance. Through the use of the Canny edge 

detection, edge pixels are located and selected for the 

purpose of being embedded in [86]. Right at the 

beginning of the process of data compression, the 

Huffman code is assigned to the hidden bits. The 

number of pixels that will be inserted is then 

determined by the coherent bit length L, and the edge 

pixels are selected at random after that. This is the 

next phase, which involves making a 2k adjustment 

in order to make it easier to not notice anything. 

Edge recognition and morphological dilatation are 

going to be used in the steganographic procedure, as 

claimed by [87]. The sharp borders of the images are 

where the secret message is concealed when using 

this approach. The morphological compression 

operator improves the sharp regions that are being 

examined by the Canny edge operator, which also 

examines these areas. To create a modified version 

of the original image channels, the four most 

significant bits (MSBs) of the RGB channels are 

simply combined together. The Canny operator is 

then used in this process. In order to determine 
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which of the images the reference is, a 3x3 dilation 

operator is then used. When the hybrid XOR 

technique is used, the bits are inserted into the LSB 

bits that are left over from the process. This ensures 

that the pixels around the edge are altered as little as 

physically feasible. This is in accordance with the 

stringent security regulations. 

Bit-Plane System 

A virtual bit-plane is exploited in the LSB 

steganography methods that are discussed below. 

These approaches are described in more detail 

below. For the purpose of concealing secret 

information, higher plane systems are employed as 

an alternative to the utilization of an 8-bit plane. For 

these devices to be able to meet the Zeckendorf 

criteria, it is important for them to be able to implant 

the sensitive information that can be withdrawn at a 

later time. According to the reference number 99, it 

is feasible to describe any positive integer in a form 

that is one of a kind by adding together one or more 

Fibonacci numbers that are not sequential. 

Consequently, the representation of the number is 

considered to be genuine if there are no consecutive 

ones that take place in the sequence since this 

indicates that the sequence is complete. As opposed 

to making use of the conventional binary bit planes, 

The core of this system is the Lucas Number system, 

which is characterized by the use of eleven-digit 

representations. As a consequence, the Lucas 

sequence is employed for the purpose of image bit 

plane representations. This results in the usage of 11 

bits rather than 8 bits for the purpose of describing 

the intensity of the pixel. Image bit plane 

representations are utilized. While the embedding 

process takes place in the second bit-plane, the stego 

image undergoes a deterioration of ±1 as a 

consequence. The blue and green channels of the 

RGB color image are employed for the goal of data 

embedding, while the red channel is utilized for the 

purpose of providing an indication. As was indicated 

before, embedding should be done in line with the 

enlarged Zeckendorf theorem in order to manage 

duplicate representation in an appropriate manner.  

Pixel Indicator Techniques 

Channels are divided into two distinct kinds in data 

embedding techniques that are based on indicators. 

These channels are referred to as indicator channels 

and data channels. The indicator channel is in charge 

of identifying the data channel that will be used to 

hide data. This is done with the intention of ensuring 

a greater degree of safety is achieved. uses the two 

bits of one channel that are the least important as an 

indication to identify whether or not the other two 

data channels include any potentially secret 

information. This is done by analyzing this 

information. There is a selection made for the 

indicator channel based on a sequence that is 

generated from R, G, and B. Specifically, RGB, 

RBG, GBR, GRB, BRG, and BGR are the 

components that make up this sequence. For the goal 

of strengthening security, the length of the secret 

message is employed as selection criteria for 

indicative purposes. This is done in order to avoid 

any potential vulnerability. At the same time that 

data is being concealed in channels, the intensity of 

the pixel is also taken into account. 

The seventh bit of a pixel and the seventh bit of the 

pixel value +1 are both discussed in [88], Pranab K. 

Muhuri and colleagues (2022): Limited 

investigation of integrating integer wavelet 

transformation and particle swarm optimization for 

image steganography, specifically in terms of 

capacity, imperceptibility, and robustness.[88] 

Ayushi Chaudhary et al. (2022): Lack of 

comprehensive analysis of pros and cons of different 

steganographic methods, including combination of 

sequence and asymmetric encryption. Need to 

evaluate effectiveness of methods against 

steganalysis.[89] 

Wafa M. Eid et al. (2022): Lack of comprehensive 

overview and analysis of steganalysis 

methodologies for spatial and transform domains in 

2D and 3D images. Need to consider conventional 

machine learning and deep learning techniques.[90] 

Jiahao Liu et al. (2022): Need for comprehensive 

overview and analysis of steganalysis 

methodologies for spatial and transform domains in 

2D and 3D images. Need to consider conventional 

machine learning and deep learning techniques.[91] 

Bibek Ranjan Ghosh et al. (2022): Need for 
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comprehensive overview of diverse steganographic 

methods utilized for concealment of information in 

2D and 3D images. Focus on dataset used and 

evaluation of methods.[92] 

Ismail Taha Ahmed et al. (2022): Limited 

exploration of deep learning application, particularly 

utilization of pre-existing CNNs like AlexNet, in 

image steganalysis for binary classification.[93] 

Bhatia,A. et al. (2021): Limited investigation of 

GANs in image steganography, including 

steganographic capacity, visual quality, and 

robustness against steganalysis.[94] 

Hu, Y. et al. (2021): Need to enhance 

steganographic capacity and robustness through 

application of multi-scale feature fusion techniques 

in CNN-based image steganography.[95] 

M. Esaiselvam et al. (2021): Limited exploration of 

using steganography techniques (Contour reframing, 

Deep Image prior, PEM method) to detect and 

quantify image tilt angles for piracy detection.[96] 

Nandhini Subramanian et al. (2021): Limited 

exploration of deep learning methods (standard, 

CNNs, GANs) in image steganography. Need for 

more comprehensive evaluation measures.[97] 

Pei Li et al. (2021) Limited exploration of deep 

learning integration in steganography and 

steganalysis. Need for analysis of challenges and 

future developments.[98] 

Ismail Kich et al. (2021): Limited exploration of 

CNN-inspired approach using Auto-Encoder 

networks and U-net design for color image 

steganography. Need for performance evaluation on 

popular datasets.[99] 

Luo et al. (2020): Opportunity to improve 

robustness and imperceptibility of image 

steganography using deep learning models and 

exploring pixel-value differencing Proposed 

Algorithm for Steganography Limited discussion on 

the specific techniques or mechanisms employed in 

the proposed algorithm for embedding and 

extracting data. Lack of detailed exploration of 

potential vulnerabilities, robustness, and security 

considerations of the proposed algorithm.[100] 

Srushti S Yadahalli et al. (2020): Absence of 

comparison with more recent and advanced 

steganography techniques beyond LSB and Discrete 

Wavelet Transform. Insufficient exploration of the 

trade-offs between different steganographic methods 

in terms of capacity, security, and visual 

quality.[101] 

B. Vishnu Leena Vishnu Namboothiri et al. 

(2020): Limited discussion on the specific 

mathematical or computational details of the Pixel 

Value Differentiating (PVD) technique. Need for a 

comprehensive analysis of the impact of Edge 

Detection in enhancing security and embedding 

capacity.[102] 

T. Kalaichelvi P. Apuroop et al. (2020): Lack of 

in-depth explanation of the CAPTCHA-based 

authentication mechanism and its integration with 

image steganography. Need for a more detailed 

comparison of the proposed approach's security 

benefits and challenges compared to traditional 

methods.[103] 

J. H. Lee D. Y. Kang et al. (2020): Inadequate 

discussion on the specific architecture and training 

process of the deep neural network model used for 

recovering hidden image information. Limited 

exploration of the potential limitations or cases 

where the proposed approach may not work 

effectively.[104] 

Omar Elharrouss Noor Almaadeed et al. (2020): 
Lack of detailed explanation of the k-LSB-based 

method and its potential impact on capacity and 

security compared to other steganography 

techniques. Insufficient analysis of the trade-offs 

between image resolution enhancement and 

potential loss of steganographic content during 

decoding.[105] 
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Table 2.Summary of the Most of the Mentioned Randomization-Based Techniques 

 

Ref Features and Pros Cons PSN 

 

R (dB) 

 

 

[30] 

The cover image has been rotated 90 

degrees. Security is achieved by 

randomizing pixels with a linear 

congruential generator and putting 

them in a 3R-3G-2B pattern. 

 

Do not take many tests 

When compared to other ways that 

do the same thing, embedding 

doesn't look at what appears inside 

the image. Nothing was tested for 

steganography. 

Statistically and geometrically not 

resistant to hits 

512 x 512 PSNR: 

R: 64.0484 

G: 64.5621 

B: 67.362 

 

 

[31] 

Two binary images may be concealed 

by the cover image. Using three 

different random number series, 

shuffling-based security may be 

achieved with the use of mathematical 

processes known as UUN Simple 

techniques. 

A image's content stays the same 

when you add it. 

Nothing was tested for 

steganography. Cannot withstand 

strikes on geometry and structure 

PSNR is not very strong 

 

 

PSNR: 37.71: 40.46 

 

 

[32] 

It is possible for a grayscale image to 

hold a binary image. 

 Using a series of random numbers to 

do randomization embedding. Many 

series and numbers that show up often 

have been taken out. 

 

Every part of the image is taken into 

account. There won't be any 

steganography tests. Not strong 

enough to protect against strikes 

based on geometry and organization 

PSNR: 83.97: 63.45 

 

 

[33] 

Contains integrated A 3R-3G-2B with 

8 BPP Five MSBs make up a bit that is 

subject to an XOR operation, and a 

secret bit is hidden in the LSB.There 

are five possible MSBs and a pixel that 

are chosen at random using a 

PRNG.Encryption uses the XOR 

technique, which is extremely easy to 

use and very effective. 

Implementations that are simple to 

understand 

That the information can't be 

retrieved is what security is all 

about. The change affects every part 

of the image. Steganography tests 

will not be done. Shape and 

organization-based strikes are not 

strong enough to stop them 

512x512 RGB bmp 

images 

Payloads 

100: 262144 bits. 

PSNR: 

39.263: 73.798 
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[34] 

Three types of PRNGs will be made by 

SKTM: scramble secret messages, 

pick an embedding color channel, and 

pick a pixel spot.The LSBs come in 

versions 1 and 4.Good statistical 

features can be seen in the chaotic 

image.So that statistical threats can't 

hurt the algorithm while it's running 

The hidden bits' positions are the 

focus of StegExpose's detection, 

which reveals around half of the 

information that is embedded. 

PSNR=65.97 :55.49 

4-LSB, C= 

809:36,167 

Bytes 

PSNR= 

52.621:36.101 

 

 

 

[35] 

Improved 1D chaotic behaviour (an 

improved LM and sine map) 

Improved robustness against statistical 

attacks. 

A modest PSNR level 

Within the histogram, there are 

many jumps.Insufficient tests have 

been carried out for the chi square 

test. It’s not taken into account by 

embedding that exchanging image 

content settings can be time-

consuming. 

Avg PSNR= 38.209 

 

 

[36] 

Using Beta chaotic map 

Good Visual quality 

Clear Histogram deformity 

Complexity of the Beta map 

Embedding does not take into 

account the image content 

Key exchange overhead 

USC-SIP Image 

Database. 

PSNR: 57.5 – 56.79 

 

 

[37] 

PRN generator to define embedding 

locations. User-defined Key seed value 

& number of embedded bits. 

Not complex 

Variable embedding capacity 

Embedding does not take into 

account the image content 

Key exchange overhead 

Few tests .Non-standard image 

No steganalysis experiments 

Message length: 

343: 8866 

characters 

Avg PSNR= 68.49 

 

 

[38] 

Uses chains of a random sequence of 

indices (codes) of the bytes in the 

carrier image. Use of the full capacity 

of the cover image. Robustness, and 

undetectability have been improved 

through extracting chains of randomly 

selected pixels from the cover image 

based on a user key 

Not compared to rival techniques. 

Uses non-standard images. 

Uses relatively large Stego secret 

key 

No steganalysis experiments 

Image size= 147456 

Payload=18432 

Bytes Image 

size=111156 

Payload= 13894 

Bytes PSNR avg = 

51.31 

 

 

[40] 

Randomizing and encrypting the secret 

message with the help of the KT 

method, which was created by the 

person using it, made it safe. 

When KT is used instead of Chi-

square, output is better. 

Not compared to rival techniques 

Image content not considered 

No numerical results Stego-key 

value exchange overhead 

 

Greyscale 512x512 

from 

USC-SIPI 

 

 

[41] 

Finds matching cover photos and 

words that need the fewest changes. 

For randomizing the data, using a 

quadratic embedding sequence that 

Security is related to the embedding 

locations 

Image content not considered 

Stego-key value exchange overhead 

Color image: 

256x384 Payload= 

23KB. 

Avg PSNR =52.739 
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isn't patterned and has endless i/p 

parameters. 

A specially made assignment problem 

that has been improved is solved by the 

Hungarian algorithm. 

No steganalysis experiments 

Complexity high 

 

 

 

[43] 

As a way to get the highest possible 

PSNR, randomizing the embedding 

position and making improvements 

with Chaotic LM were used to change 

the LM parameters using the Genetic 

and Bat algorithms.  

High complexity 

No steganalysis tests 

Key exchange overhead 

Image structure not considered 

PSNR 

Org= 47.52 

Optimized=48.44 

SM2LSBPSNR, 

Org= 44.53 

Optimized=45.22 

 

 

 

[45] 

Randomization key generated using 

Brownian motion 

Nonlinear Brownian motion adds more 

security 

High capacity 

Image contents not considered 

Complex 

Payload size not mentioned in the 

steganalysis 

Key exchange overhead 

128 × 128, 256 × 

256, 

512 × 512 

Avg. PSNR= 

48.467 

without Brownian 

 

 

[47] 

Randomization is achieved by 

combining two chaotic LMs to 

generate PRNG. 

LM is utilized to generate a DNA 

sequence 

The sequence is added to the secret 

message's DNA sequence using the 

ASCII format. 

The result is LSB embedded.” 

No tabulated experiments 

Image regions not considered 

Key exchange overhead 

Payload: 

37-character (296 

bits) PSNR 

99 dB 

 

Table 3 table form for each paper, including author names, advantages, and disadvantages: 

 

Paper Title & 

Authors (Year) 

Advantages Disadvantages 

   

Pranab K. 

Muhuri et al. 

(2022) 

 Novel steganography method using integer 

wavelet transformation and PSO.Potential for 

increased image quality and robustness 

Complexity in optimizing PSO 

parameters 

Computational intensity for large 

images 

Ayushi 

Chaudhary et al. 

(2022) 

New perspective on steganography methods, 

Consideration of pros and cons, Utilization of 

sequence and asymmetric encryption 

Method description is brief 

 Limited evaluation details 

Wafa M. Eid et 

al. (2022) 

Comprehensive overview of steganalysis 

methodologies, Exploration of spatial and 

transform domains, Analysis of diverse 

Limited information on specific 

datasets 

Lack of in-depth evaluation metrics 
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steganographic methods 

Jiahao Liu et al. 

(2022) 

Comprehensive analysis of steganalysis 

methodologies 

Exploration of spatial and transform domains 

Consideration of conventional and deep learning 

techniques 

Repetition of content with similar paper 

 Lack of unique contribution 

Bibek Ranjan 

Ghosh et al. 

(2022) 

Comprehensive overview of steganographic 

methods, Highlighting commonly used datasets, 

Exploration of information concealment 

Minimal innovation beyond existing 

studies 

Limited focus on unique contributions 

Ismail Taha 

Ahmed et al. 

(2022) 

Utilization of deep learning in steganalysis, 

Expedited training using pre-existing CNNs 

High classification precision 

 Limited focus on the proposed 

method's uniqueness 

Lack of comparison with other deep 

learning models 

Bhatia, A. et al. 

(2021) 

 Application of GANs in image steganography 

Exploration of steganographic capacity and visual 

quality 

Limited depth in analyzing GAN-based 

steganography 

Lack of comprehensive evaluation 

metrics 

Hu, Y. et al. 

(2021) 

Enhancing steganographic capacity and 

robustness,Multi-scale feature fusion using CNNs 

Methodology and approach could be 

further detailed 

 Lack of quantitative performance 

improvement assessment 

M. Esaiselvam 

et al. (2021) 

Unique application of steganography for image tilt 

angle detection, Exploration of multiple 

steganography methods 

 Limited depth in analyzing the method 

Focus on a specific aspect of 

steganography 

Nandhini 

Subramanian et 

al. (2021) 

Exploration of deep learning methods in 

steganography 

Overview of datasets and evaluation measures, 

Contribution to understanding deep learning's role 

Lack of in-depth analysis and 

comparison 

Potential overlap with other papers' 

content 

Pei Li et al. 

(2021) 

Integration of deep learning in steganography and 

steganalysis, Focus on challenges and future 

developments 

Lack of detailed analysis of proposed 

method, Limited demonstration of 

superior performance 

Ismail Kich et 

al. (2021) 

CNN-inspired approach for color image 

steganography, Utilization of Auto-Encoder 

networks and U-net design 

Lack of detailed performance 

evaluation, Limited exploration beyond 

specific approach 

Luo et al. (2020) Application of deep learning for improved 

steganograph,Exploration of pixel-value 

differencing, Focus on enhancing robustness and 

imperceptibility 

Limited explanation of deep learning 

model architecture, Emphasis on a 

specific steganography technique 

J. H. Lee D. Y. 

Kang et al. 

(2020) 

Automatic recovery of hidden image information, 

Use of deep neural network model and entropy 

features 

Limited clarity on the proposed 

approach, Lack of detailed 

experimental results 

Omar 

Elharrouss Noor 

Almaadeed et 

K-LSB-based steganography method, Resolution 

enhancement of stego image 

Lack of detailed explanation of K-LSB 

approach. Unclear impact of resolution 

enhancement 
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al. (2020) 

Srushti S 

Yadahalli et al. 

(2020) 

Comparison of two image steganography 

techniques, Analysis of resulting image parameters 

Limited focus on broader context of 

steganography, Lack of exploration 

beyond specific methods 

B. Vishnu 

Leena Vishnu 

Namboothiri et 

al. (2020) 

Use of PVD for improved image steganography, 

Incorporation of Edge Detection technique 

Limited comparison with other 

steganography methods, Limited depth 

in discussing advantages and 

disadvantages 

T. Kalaichelvi 

P. Apuroop et 

al. (2020) 

Combination of CAPTCHA and Image 

Steganography, Improved security and 

confidentiality 

Lack of detailed implementation 

description, Limited exploration 

beyond proposed combination 

J. H. Lee D. Y. 

Kang et al. 

(2020) 

Automated recovery from image steganography, 

Use of deep neural network and entropy features 

Unclear methodology and approach 

detail, Lack of comprehensive 

experimental results 

S. Kavitha et al. 

(2020) 

Exploration of image steganography with different 

techniques, Evaluation of image quality and 

security 

Limited depth in discussing proposed 

technique, Lack of detailed advantages 

and disadvantages 

Jawwad A R. et 

al. (2020) 

Comparative analysis of steganography 

algorithms, Evaluation based on accuracy, 

precision, recall, and f1-score 

Limited exploration of unique 

steganography approach. Lack of 

broader context discussion 

Ahmed A. et al. 

(2022) 

Development of new image steganography using 

quantum substitution boxes. Potential to improve 

robustness, security, and imperceptibility. 

Exploration of quantum computing benefits 

Complex implementation due to 

quantum principle 

Limited real-world quantum computing 

resources 

Table .4 Steganography method 

Steganography method Improved Needs to be improved 

Traditional LSB based Easy implementation Security, payload capacity, visual 
quality of stego image and recovered 
image 

Transform domain based Better security and payload capacity 

than traditional LSB 

Visual quality of stego and 

reconstructed images 

Machine learning based Better visual quality of stego and 

reconstructed images 

High complexity, payload capacity can 

be improved 

Support vector machine 

based 

Better security Not suitable for large dataset 

CNN based High payload capacity, 

reconstruction quality 

Computational cost, security from deep 
learning based steganalysis 

GAN based High visual quality stego and 
reconstructed images, low compu- 
tation cost 

Security from deep learning based 

steganalysis 
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Table 4 outlines various steganography methods 

along with their improved aspects and areas that 

require further enhancement. Traditional LSB-based 

techniques offer easy implementation but suffer 

from shortcomings in security, payload capacity, and 

the visual quality of both the stego and recovered 

images. Transform domain-based methods provide 

better security and payload capacity compared to 

LSB, though they may still fall short in terms of 

visual quality. Machine learning-based approaches 

excel in enhancing the visual quality of stego and 

reconstructed images but are burdened by high 

complexity, and there's room for improvement in 

payload capacity. Support vector machine-based 

techniques offer better security but may not be 

suitable for handling large datasets effectively. 

CNN-based methods boast high payload capacity 

and reconstruction quality but come with increased 

computational costs and are vulnerable to security 

threats from deep learning-based steganalysis. 

GAN-based approaches offer high visual quality in 

stego and reconstructed images, coupled with low 

computational costs, but may face challenges in 

security against deep learning-based steganalysis. In 

summary, while each method has its strengths, 

there's ongoing research to address their respective 

limitations and enhance their overall effectiveness in 

steganographic applications. 

Dataset description  

This dataset contains 44,000 512x512 pixels images 

containing different malicious payloads, i.e., 

JavaScript, HTML, PowerShell, URLs, and 

ethereum addresses, embedded via the Least 

Significant Bit (LSB) technique. The payloads are 

selected to fit in the first bit of each color channel, 

i.e., max 512x512x3 bits 

https://www.kaggle.com/datasets/marcozuppelli/ste

goimagesdataset 

 

Performance evolution  

The quality of the steganographer image by 

minimizing the distortion caused by embedding the 

secret information and aim to increase the amount of 

secret information that can be embedded within an 

image while maintaining a good level of quality 

image as well as aim to be efficient and fast in both 

the embedding and extraction processes, Here are 

some commonly will be used metrics 

Peak Signal to Noise Ratio (PSNR) is a commonly 

used metric to measure the quality of an image in the 

context of image steganography. The formula to 

calculate PSNR is: 

PSNR = 10 * log10((M^2) / MSE)   Eq.5.1 

Where M is the maximum pixel value of the image 

(usually 255 for 8-bit images), and MSE is the mean 

squared error between the original and 

steganographer images. 

Structural Similarity Index (SSIM): The 

Structural Similarity Index (SSIM) is a widely used 

metric for evaluating the quality of steganographic 

images. It measures the similarity between two 

images in terms of luminance, contrast, and 

structure. The formula for SSIM is as follows: 

SSIM(x,y) = [l(x,y)^alpha] * [c(x,y)^beta] * 

[s(x,y)^gamma] Eq. 5.2 

Where: 

x and y are the original and steganographic images, 

respectively. 

 l(x,y) is the luminance similarity measure, 

which represents the similarity of the mean 

brightness between x and y. 

 c(x,y) is the contrast similarity measure, 

which represents the similarity of the 

standard deviation of brightness between x 

and y. 
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 s(x,y) is the structural similarity measure, 

which represents the similarity of the 

structural information between x and y. 

Mean Absolute Error (MAE): MAE measures the 

average absolute difference between the pixels in the 

original and steganographic images. A lower MAE 

value indicates better image quality. In the context 

of image steganography, the Mean Absolute Error 

(MAE) is a metric that measures the average 

absolute difference between the pixel values of the 

original image and the steganographic image. The 

formula for calculating the MAE is: 

MAE = (1/N) * ∑i=1 to N | I(i) - S(i) | Eq. 5.3 

Where N is the total number of pixels in the images, 

I(i) and S(i) are the pixel values of the original and 

steganographic images, respectively, at the ith pixel 

location.  

Mean Square Error (MSE): MSE is a common 

metric for evaluating image quality. It measures the 

average of the squared differences between the 

pixels in the original and the steganographic images. 

A lower MSE value indicates better image quality. 

In image steganography, the Mean Square Error 

(MSE) is a commonly used evaluation metric to 

measure the quality of the steganographic image 

compared to the original image. It is calculated using 

the following formula: 

MSE = (1/N) * ∑(i=1 to N) [I(i) - S(i)]^2 Eq. 5.4 

Where: 

 N is the total number of pixels in the image 

 I(i) is the intensity value of the ith pixel in 

the original image 

 S(i) is the intensity value of the ith pixel in 

the steganographic image 

Visual Information Fidelity (VIF): VIF is a metric 

that measures the similarity between the original and 

steganographic images in terms of the amount of 

visual information preserved. A higher VIF value 

indicates better image quality. The formula for VIF 

can be expressed as: 

VIF=(2*sigma_xy+C1)*(2*sigma_xy+C2)/(sigma

_x_sq+sigma_y_sq+C1)/(sigma_x_sq+ 

sigma_y_sq + C2)   Eq. 5.5 

Where: 

 sigma_xy is the covariance between the 

original and steganographic images. 

 sigma_x_sq and sigma_y_sq are the 

variances of the original and steganographic 

images, respectively. 

C1 and C2 are constants that stabilize the division in 

the formula and prevent the denominator from being 

too small. VIF values range from 0 to 1, with a 

higher value indicating better visual information 

fidelity between the original and steganographic 

images. A VIF value of 1 indicates perfect visual 

information fidelity between the two images. 

Normalized correlation coefficient (NCC) :The 

normalized correlation coefficient (NCC) is a metric 

commonly used to measure the correlation between 

the original and steganographic images in image 

steganography. The formula for NCC can be 

expressed as: 

NCC = (1/n) * ∑(x - μ_x) *(y - μ_y) / σ_x*σ_y 

Eq. 5.6 

Where: 

n is the total number of pixels in the images 

x and y are the original and steganographic images, 

respectively 

 μ_x and μ_y are the mean pixel values of the 

original and steganographic images, 

respectively σ_x and σ_y are the standard 

deviations of the pixel values of the original 

and steganographic images, respectively. 
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The NCC value ranges from -1 to 1, where a value 

of 1 indicates a perfect positive correlation between 

the original and steganographic images, a value of -

1 indicates a perfect negative correlation, and a value 

of 0 indicates no correlation. A higher NCC value 

indicates better image quality, as it implies a stronger 

correlation between the original and steganographic 

images. 

IV CONCLUSION 

In conclusion, image steganography, as a 

convergence of computer vision and cryptography, 

has undergone significant developments, presenting 

both traditional challenges and innovative solutions. 

This review paper navigates through the landscape 

of image steganography, examining classical and 

contemporary methods while addressing critical 

issues within the field. The classical struggle 

between concealing maximal information and 

avoiding detection is explored, with a focus on the 

significance of payload capacity in steganographic 

algorithms. Traditional methods, such as embedding 

RAR archives within JPEG files, are dissected, 

revealing vulnerabilities to third-party alterations 

that pose threats to the integrity of concealed data. 

The review outlines three fundamental categories of 

steganography methods: image domain, transform 

domain, and file-format-based. Image domain 

techniques, notably the LSB method, take center 

stage as commonly employed strategies, leveraging 

statistical characteristics for covert information 

transfer. Delving into contemporary advancements, 

the paper discusses the integration of deep learning 

into image steganography. Autoencoder-based 

models exhibit promising results in terms of 

embedding capacity and resilience against 

traditional passive attack methods. However, the 

emergence of adversarial examples and 

susceptibility to adversarial attacks underscore the 

intricate relationship between deep steganography 

and security challenges. A visual representation of a 

typical encoder-decoder network for deep 

steganography models is presented, illustrating 

attack paths and the conventional path for correct 

image recovery.The paper concludes by 

emphasizing the need for a balanced approach in 

steganography methods, considering factors such as 

payload capacity, detection resilience, and 

adaptability to varying cover image patterns. Further 

research needs to explore how well the CNN and 

unet based encode and decoder   architecture helps 

develop steganalysis algorithms for images. 
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